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1. [20%] Indicate if the following statements are true or false: correct answers enclosed in []



	T / [F]
	When a query term is entered many times, Altavista will only count it once.

	[T] / F
	In Altavista, the order of the query terms specified by the user will not affect the retrieved result.

	T / [F]
	Extended Boolean Model is the same as evaluating a Boolean query and then ranking the results with the query terms in the query.

	T / [F]
	One advantage of the Extended Boolean model over the vector space model is that it ensures that all terms in the query will appear in a result document.

	[T]  / F
	The size of an inverted file could be several times larger than the size of the raw documents.

	T / [F]
	Trie does not support suffix truncation.

	[T]  / F
	When an inverted file is used, a query with four query terms will in general take more than four times to evaluate compared to a single-term query when the collection size is large.

	T / [F]
	Given five employee records with salaries equal to 10000, 20000, 25000, 30000, 32000 stored in a DBMS, the query “returns all employees who earn more than 15000” will have a recall of 80%.

	T / [F]
	Once of the disadvantage of the vector space model compared to the Boolean model is that you have to store very long vectors in the system.

	T / [F]
	In the fast insertion algorithm, the number of load files must not be larger than 3.


2. [10%] Give two reasons why GDBM is better than DBMSs (e.g., Oracle, Sybase, Informix, SQL Server) for storing the inverted file.


GDBM is fast [no overhead on concurrency control, recovery and SQL mapping]
GDBM is space efficient [no database schemas, no need to create a logical index table and a separate physical index]


Explanations are not required in the answer.

3. [30%] Given the pattern: barbara, compute the following:


a) Shift table in Basic KMP method?


	b
	a
	r
	b
	a
	r
	a

	1
	1
	2
	3
	3
	3
	3


b) (2 table in the Basic BM method.


	b
	a
	r
	b
	a
	r
	a

	7
	7
	7
	7
	7
	2
	1


4. [20%] Given two vectors: 

A = { 7, 4, 2, 0, 5 }
B = { 0, 1, 4, 0, 2 }

Compute the similarity between A and B using the inner product and cosine similarity measures.

inner: 4 + 8 + 10 = 22
cosine: 22 / (( 94 (21 )


5. [20%] A document contains, and only contains, the phrase “to be or not to be”. Suppose every word is indexed. The document collection contains 10,000 documents and the document frequencies for the following words are given:

df(to) = 1000
df(be) = 400
df(or) = 300
df(not) = 100

What is the weight of each term according to the tf/tf_max(idf weighting? [30]


	
	df
	tf
	idf
	tf/tf_max(idf

	to
	1000
	2
	log(10000/1000)
	(2/2) log(10000/1000)

	be
	400
	2
	log(10000/400)
	(2/2) log(10000/400)

	or
	300
	1
	log(10000/300)
	(1/2) log(10000/300)

	not
	100
	1
	log(10000/100)
	(1/2) log(10000/100)


